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ABSTRACT

Economic descriptions of shapes and objects are essential for model based ATR. In addition to object silhouettes, geometric features such as corners and simplified representations such as polygonal approximations can be used to reduce shape description complexity. Here we analyze the polygonal approximation of object silhouette boundaries. Robust polygonalization for ATR requires the construction of polygonal approximations in various scales; namely polygons preserving features of the boundary with varying resolution. In this paper we introduce the notion of scale-space polygonalization. Scale-space polygonalization allows for the generation of polygonal approximations across a range of resolutions and achieve vertex localization which is uniform in scale. The notion of scale or resolution for a polygon involves the distances between its vertices and the magnitude of its vertex angles. Fine scale implies high resolution of the details of boundary contours while coarse scale implies only gross details of boundary contours with a consequent reduction of both computational and descriptive complexity. The polygonalization methods and algorithms presented here are novel in that we control the reduction of the contour complexity by adjusting resolution parameters which have a natural interpretation and achieve vertex localization which is uniform in scale and persistent in scale. These polygonalized boundaries can be used to generate a target fingerprint across a range of scales. Scale-space polygons are important for ATR because they provide a way to reduce the complexity of digitized planar curves consisting of polygons having hundreds of sides to polygons of about a dozen sides, while still capturing the essential features of the model silhouette. This is desirable because shorter polygonal descriptions yield faster correlations and matchings and reduce the overall computational complexity of the ATR problem. We show how scale-space polygonalization can be used to obtain efficient representations of targets, and fast matching algorithms. We also show how scale-space polygons can be used to obtain stable edges from noisy images. We demonstrate these results on examples involving synthetic FLIR data and CAD target models.

1.0 INTRODUCTION

An essential ingredient to model-based automatic target recognition (ATR) is a model construction methodology. Such a methodology, in order to be successful, must respect the tight coupling which exists between model representation and model recognition. For maximum flexibility, it should also permit the construction of models based on real-world (field) imagery as well as simulated (synthetic) imagery with equal ease. In addition, the methodology should construct a catalogue of models with controlled model complexity, i.e., economic models with a systematic organization.

In this paper we consider some low-level representation issues of our target model construction methodology which employs object models consisting of combinations of boundary representations in the form of polygonal contours.
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The discussion will focus on one of the methods we use to extract multiresolution polygonal contours from digitized curves, representing object silhouettes, obtained from both CAD models and field imagery using various sensors.

Digital planar curves in the form of noisy "pixel chains" are the starting point for our multiresolution polygonalization algorithms. By a pixel chain we mean a sequence of integer couples. Proper filtering of raw digital curve data yield polygonal contours which admit model representations from CAD descriptions of physical target models or actual image data. CAD descriptions lead to raw digital curves in a straightforward manner, be they geometric descriptions as obtained through the use of a solid modeling package such as BRL-CAD and intended for use with camera sensors, or geometric descriptions extended via thermal modeling and simulation, as is made possible through the use of thermal modeling packages such as PRISM or BISP, or analogous CAD model extensions for use with LADAR. As an alternative to CAD descriptions, one may construct, or be forced to construct, model representations directly from "field imagery" using segmentation methods. Image segmentation methods implicitly model a real-world scene as a collection of 3-dimensional objects which by viewpoint projection generate a planar arrangement of homogeneous regions corresponding to homogeneous surface potentials in the image of the original scene. The goal of image segmentation is to take a real-world scene that has been sampled down to a rectangular grid by some input sensor and corrupted by diverse noise sources involved in the total image formation process, and then compute an estimate of the projected planar arrangement of homogeneous regions. This is usually done as a first step in inferring the original 3-dimensional scene, but in our case it is a first step in extracting a polygonal model induced by the segmentation boundaries of the regions. A key feature of the segmentation model is that the definition of homogeneity is a design construct which may, for instance, refer to luminance, chrominance, texture, etc., in the case of vision data, or absolute range, relative range, etc., in the case of LADAR and millimeter wave data, or absolute and relative temperature in the case of FLIR or some multi-sensor combination of these.

As an example, one may model the visible image of a 3-dimensional object, whether it be a ray-traced CAD image or one obtained from field imagery, by a quantized space of 2-dimensional bounding surfaces, and from a fixed viewpoint, each 2-dimensional surface may in turn be modeled using a 1-dimensional polygonal approximation to its (closed) silhouette contour. Such a silhouette representation is a starting point primitive upon which to build more complex models. For instance, edge boundaries internal to the surface circumscribed by the silhouette may also be modeled using polygonal approximations to their (not necessarily closed) contours.

In Figure 1 we show a composite silhouette built up from a polygonalized silhouette and the analogously polygonalized internal boundaries (quantized to an underlying image grid, not shown). The internal boundaries model regions of similar temperature (thermal homogeneity). This shows how polygonal silhouette models can be augmented with additional internal boundaries based on the a priori knowledge of the thermal inhomogeneity characteristics of the target. In Figure 2 we show these two polygonal models overlaid on (synthetic) FLIR images, one of a target which is uniformly "hot," and therefore only requires silhouette information for high confidence recognition and one of a target which has a non-uniform temperature distribution, hot and cold spots in predictable areas.

The union of such internal boundaries and silhouettes yields a hierarchy of geometrical models for the given object extended by a priori knowledge regarding such quantities as expected luminance or relative contrasts of the various planar regions segmented by the polygonal contours. Of course, this approach is equally applicable to infrared sensor data, LADAR data, etc., in which the segmentation topology can instead be augmented with expected temperatures or temperature gradients or relative range differences, etc., for the different regions of homogeneity.

These concerns have lead us to investigate hierarchical model representations built up from polygonal approximations to planar curves. In this paper, we will address multi-resolution polygonal approximations of digitized planar curves and mainly limit the discussion to closed contours as derived from silhouette boundaries. Multi-resolution polygonal approximations lead to compact descriptions which decrease on-line memory requirements and can facilitate effective tree-structured recognition. The notion of a multi-resolution polygonal approximation derives from the fact that a single polygonal approximation to a target silhouette is neither desirable nor warranted. For example, we routinely extract digitized silhouette contours from both field imagery and BRL-CAD ray-tracings in which the digitized silhouette contours of military targets are essentially polygons having hundreds of vertices. However, the same target silhouette at 1km and 4km, although it is similar in "shape," does not possess the same polygonal complexity. Obviously, this is due to the difference in resolution at the two ranges. The method we present permits

3Note that the collection of planar curves includes all waveforms, so much of what we say here can be interpreted in this more restricted context. This has important implications regarding model-based multi-sensor fusion.
one to model resolution as a function of range.

An innovative and significant component of our method is the systematic construction of polygonal silhouette approximations at different resolutions (scales). Thus, we obtain multiresolution representations of silhouettes. There are other techniques which can produce multiresolution representations of one and two dimensional data, e.g., wavelets. However, our methods have two unique qualities associated with them, in that they localize significant features of the silhouette, such as maximal curvature points, at the same arc location at all resolutions, and features which are present at coarse resolution are also present at fine resolution. Other methods based on convolution by a rapid-decay kernel followed by thresholding, or even wavelets, do not share these important properties. We achieve this essentially because our methods are nonlinear. Uniform localization of features is essential for recognition, because it preserves the characteristic shape of the silhouette at all resolutions. Persistent localization is key since it permits a systematic, hierarchical organization of models indexed by resolution.

Polygonal approximations to target silhouettes are important for two reasons: (i) They reduce substantially the memory required to store many views of the silhouettes of many targets; (ii) They lead to target matching and target silhouette retrieval algorithms that are faster by orders of magnitude.

The computational and memory requirements associated with target silhouettes are explosive, due to the variation of the viewing angle (i.e., the direction in 3-D space from which we view the target) and range. Substantial reduction of the resulting complexity is essential. Our methods address systematically the economy (complexity of the target model) in two fundamental ways. The first has to do with the viewpoint variation of the target silhouette. It is not difficult to establish using experiments with CAD or field images of targets that, depending on the range, the silhouette does not vary significantly for every 1° variation in the viewpoint. In simpler terms, we do not store the target silhouette for every 1° of aspect variation. We have developed systematic methods to extract exactly those equivalence classes of target silhouettes (with respect to viewpoint variation) which must be stored in order to guarantee a given recognition performance. We have approached this problem in an innovative way as a signal quantization problem and have used sophisticated versions of Vector Quantization (VQ) in the resulting algorithms. The resulting algorithms are the first to incorporate such methods into this problem. These computations, done at different scales (ranges) lead to the construction of the aspect graph [62] of a target, which represents an efficient, hierarchical and progressively finer representation of target models based on silhouettes. The second addresses in a similar fashion the variation of the silhouette with respect to range. Variations in range can be mapped into variations in resolution by our methods. Via a scale-space diagram we can easily identify the finite set of polygons needed to be stored to capture the entire variation of the silhouette with respect to range. These constructs address effectively and in a hierarchical manner the introduction of new vertices as the resolution becomes finer.

Our methods address also the ranking (or saliency) of the silhouette features. Polygonal approximations of the silhouette lead to the identification of important features such as convexities, concavities, long straight lines and sharp corners of the silhouette, characterized and ranked by the local (discrete) curvature. In a way, these polygons, viewed as piecewise constant curves in tangent-angle vs. arc-length space, provide bar-code representations of the target silhouette across resolution. From the bar-code, the silhouette can be progressively recaptured with increasing fidelity by generating higher order polygons. In addition, the polygons simplify the identification of features, or groups of features, by considering them as parts of piecewise constant curves. This observation can be exploited in matching algorithms by utilizing more local features rather than more views of the target silhouette, which as mentioned above are redundant.

The problem of polygonal approximation of digital planar curves has received considerable attention in the literature [1]-[58]. This remains true with more recent investigations increasingly emphasizing the notion of resolution. In part this attention is due to the fact that such representations are often a first step in shape analysis and classification. Most past approaches [1]-[55] to the basic problem can be understood as the solution to one of two problems which are the dual of one another: digital curvature filtering and piecewise line fitting. In the first approach the goal is to locate a set of "dominant points" by filtering the pixel chain with various angle and corner detection schemes and achieve polygonalization by "connecting the dots" as defined by the dominant points considered as vertices. Schemes based on digital curvature filtering, or corner detection, necessarily entail some ad hoc definition of "digital curvature," since strictly speaking curvature is everywhere well-defined only for smooth planar curves. The most frequently cited psychophysical motivation for this approach is Attnaves’ cat [60], the well-known dominant point polygonalization of a line-figure of a cat which people instantly recognize as a feline at a
The polygonalization approach dual to curvature filtering is to directly fit line segments by various piecewise linear filtering algorithms, and then locate the vertices at the intersections of the consecutive line segments so found. The approach we describe here combines corner detection and line fitting in one algorithm.

Various algorithms in the corner detection category are discussed in [1] [12]; algorithms in the segment detection category are considered in [13]–[55]. The most widely used segment fitting algorithms are reviewed in [38], [32], [48], [31] and compared in [51]–[55]; the similarly popular corner detection algorithms are surveyed and compared in [12]. Algorithms which combine elements of both are considered in [56], [58]. The method closest to our own, and in fact motivated the approach, is described in [58], although our method differs in key aspects and enjoys persistence in resolution. Another approach to multisolution shape analysis is given in [59] which is based on the geometric heat equation. This approach leads to qualitative descriptions of shape across resolution, but so far has not lead to shape compression and organization.

2.0 SCALE-SPACE POLYGONALIZATION

We now focus on the discussion on an efficient algorithm for multisolution polygonalization of digitized silhouette contours. The version of the algorithm given here requires \( n = 5 \) input parameters, although there are versions of the basic algorithm which require \( n = 0, 1, 2, 3, 4 \), or all five parameters depending on the modeling situation. These parameters are referred to as resolution parameters since they closely couple notions of spatial detail and sensor noise. For a fixed \( n \)-tuple of resolution parameters, we call the reduced complexity polygonal approximation of a digitized boundary contour a characteristic polygon for that \( n \)-tuple. Characteristic polygons are important for the following reasons. First, they provide a way to reduce the complexity of digitized silhouettes consisting of polygons having “too many” irrelevant sides due to noise and grid quantization. This of course is desirable since shorter silhouette vectors yield more robust correlations and more compact storage of reference patterns. Second, a characteristic polygon greatly simplifies a model boundary but still captures the essential features of the model silhouette, namely points of critical curvature: the location of corners, and long, straight lines. Third, our methods let us control the reduction in the complexity of the boundary description as a function of range (spatial scale) and noise by means of adjusting the resolution parameters. The interpretation of the resolution parameters in this context is a natural one: scale parameters control the deviation of the boundary contour from long straight lines between the vertices of the polygon while angular sensitivity parameters control the size of the angles between the two edges of each vertex of the polygon. Fourth, characteristic polygons are a tool to obtain stable edges from noisy images in an efficient manner. We can compute characteristic polygons very quickly using standard hardware and software. Finally, the scale-space uniformity property of weak continuity methods [65] in the context of polygonalization yields the remarkable uniformity property of the vertices as a function of resolution: Vertices which exist at coarse scale exist also at fine scale and occupy the same positions along the arc of the target silhouette. Scale-space uniformity gives access to polygonal edges and vertices that can be counted on and a multisolution hierarchy of polygons that can be counted down, as will be shown.

Consider a digitized contour \( \vec{d} \) of \( N \) pixel chain locations, an ordered sequence of data pairs \((x_i, y_i)\) with \( \vec{d}_i = [x_i, y_i]^T \), \( i = 1, \ldots, N \). Our procedure has two main parts, each involving the minimization of a variationally defined energy functional [65], [72]. In the first main part, we weakly smooth \( \vec{d} \) to obtain \( f \). From \( f \) we obtain the subsampled chain \( \vec{g} \) which is a polygonal contour ready to have its tangents read off. This yields the turning function \( \theta \) of \( \vec{g} \) which gives the angles of the sides of \( \vec{g} \) as a function of the arc length of the silhouette measured from some reference vertex. Next, in the second main step, we minimize another non-convex energy functional involving \( \theta \). The last step is to locate and connect the critical points of \( \vec{g} \) according to the discontinuities in \( \theta \). We give a breakdown of the main steps as follows.

Polygonalization Procedure.

STEP 1: Weak Smoothing of the Digital Contour.

The purpose of this step is to weakly low-pass filter the digital contour in order to compute a faithful digital tangent even in the presence of very noisy data. This pre-conditioning is necessary to extract the so-called turning function discussed below. Computation of the turning function involves a one-time trigonometric calculation for

\[ \text{More generally, one may go to higher order schemes. For instance, in [53] a switched first and second order scheme is used in an attempt to decompose a digitized contour into a sequence of linear and circular segments. Our method extends to higher orders in a natural way.} \]
angles at successive vertices. Alternatively, one could design the entire polygonalization process as a variational problem defined directly on the chain data with an in place estimation and penalty calculated according to a full, nonlinear characterization of the approximate digital curvature, but this is computationally very expensive and we found it to offer little over the proposed approach. The approach taken here uses a rotationally invariant, quadratic approximation to the “curvature” as a one-time pre-conditioning step followed by a one-time angle extraction step.

The prerequisite to Step 3 below is cleaning up the noise in the tangents of $d$. Since we desire a tangent which is not too noisy it is necessary to smooth the boundary data. However, since we also desire a tangent which respects corners—discontinuities in curvature—we only wish to smooth the boundary in a piece-wise fashion. Hence, we employ methods based on ideas of weak-continuity [65]. We define the digital energy functional,

$$\mathcal{E}(\tilde{f}) = \sum_{i=1}^{N} ||\tilde{d}_i - \tilde{f}_i||^2 + \lambda^2 ||\tilde{f}_i - \tilde{f}_{i-1}||^2(1 - \ell_i^t) + \mu^4||\tilde{f}_{i+1} - 2\tilde{f}_i + \tilde{f}_{i-1}||^2(1 - \ell_i^t) + Q,$$

where $\tilde{f} = \{\tilde{f}_i\}_{i=1}^{N}$ is the ‘fit’ to the digital contour, $Q$ consists of a penalty of $\alpha$ for each discontinuity in $||\tilde{f}_i - \tilde{f}_{i-1}||$ and a penalty of $\beta$ for each discontinuity in $||\tilde{f}_{i+1} - 2\tilde{f}_i + \tilde{f}_{i-1}||$ and the $\ell_i, \ell_i^t$ denote binary indicator variables which flag the presence of first and second order discontinuities. The first term in the sum is understood to model “faithfulness to the data,” in the sense that a minimizer of the energy functional must keep this term small relative to the other terms. This zero-order term provides the only connection between the fit and the data; the remaining terms are entirely internal first and second order penalties on the fit. The second term levies a cost on the local length contributions of each segment; this term can be used to detect breaks in contours. The third term penalizes local deviations from straight-line behavior in the resulting fit by penalizing non-zero curvature in the sense of weak continuity. By itself, this term is a poor approximation to the local curvature but its redeeming quality is its rotational invariance and quadratic form and the fact that it results in good performance on a global level. A by product of its definition is that it also encourages shorter solutions and we exploit this “bunching” property below to derive a “cardinality filter.” If the contour is closed, the fit is considered to “wrap-around” at the endpoints, otherwise one must handle the endpoint conditions appropriately. The $Q$ term, through the action of the $\ell^t$ and $\ell^s$ indicator vectors, “cuts off” either one or both of the first and second order penalties if it is “cheaper” to declare a zero- or first order discontinuity at a given chain point and incur a maximum cost of $\alpha$ and/or $\beta$. If there were no penalties for the discontinuity terms then the optimal solution is simply the solution to a pentadiagonal linear system. However, it is essential to include the discontinuity penalties and this results in a non-convex energy functional which cannot be minimized by usual gradient descent. However, it can be minimized using the Graduated Non-Convexity (GNC) algorithm [65] and GNC-like algorithms [64], [69]. If real-time operation is required, the minimization can be performed by recasting it in a neural net framework in which the indicator variables are the outputs of a sigmoidal nonlinearity [74], [75]. Three “before and after” examples of this step of the algorithm run on target silhouette data are given in Figure 3. The piecewise low-pass filtering property of the weakly smoothed chain is clearly evident.

**STEP 2: Chain Subsampling.**

A principal effect of the linear length penalty term and a by product of the quadratic curvature smoothing term is to encourage “bunching” of the chain points, especially when the chain has been extracted using a simple 4-way contour follower [25]. Removing this redundancy is advantageous and straightforward. Let $\tilde{f}$ denote the fit obtained by minimizing $\mathcal{E}$; note that the components of $\tilde{f}$ are no longer necessarily integer valued. Begin by quantizing $\tilde{f}$ to an integer valued chain denoted $\bar{f}$. Then, proceed sequentially along $\bar{f}$ deleting points from $\bar{f}$ if successive points of $\bar{f}$ quantize to the same location. Call the resulting subsampled chain $\tilde{g}$.

**STEP 3: Calculation of the Turning Function.**

The right continuous turning function $\theta(s)$ of $\tilde{g}$ can be defined as follows. If starting from the first chain point, $\tilde{g}_1$, we let $s$ denote some distance around the perimeter of $\tilde{g}$, then $\theta(s)$ denotes the angle made by the initial segment $\tilde{g}_1, \tilde{g}_2$ and the polygonal segment of $\tilde{g}$ at that distance; if $s$ is the distance to some vertex, $\theta(s)$ is the angle made by $\tilde{g}_1, \tilde{g}_2$ and the next segment at $s$-t. For example, consider the initial segment, $\tilde{g}_1, \tilde{g}_2$, of $\tilde{g}$ as providing a zero reference angle so that $\theta$ is zero on $\tilde{g}_1, \tilde{g}_2$. At $s = ||\tilde{g}_2 - \tilde{g}_1||$ the turning function $\theta(s)$ has a discontinuity of size given by the angle that the directed segment $\tilde{g}_2, \tilde{g}_3$ makes with the directed segment $\tilde{g}_1, \tilde{g}_2$ so that $\theta(s) = 0$ while $\theta(s) = \theta(s+)$ = $\angle(\tilde{g}_1, \tilde{g}_2, \tilde{g}_3)$. The rest of $\theta(s)$ is defined analogously so that the distances between successive discontinuities encode the lengths of the sides of the digital polygon, while the jump sizes $\theta(s+) - \theta(s-)$ encode the change in vertex angle. If one
is not working with polygons, then it may be necessary to also keep track of the so-called winding number [58], i.e., the number of complete $2\pi$ cycles. The top two graphs of Figure 4 show two turning functions extracted with and without pre-conditioning via weak smoothing of the pixel chain for the raw digital curve of the M113 APC in Figure 3. The necessity of the pre-processing by the weakly smoothed chain is clearly evident in the graph of the turning function.

**STEP 4: Weak-String Algorithm Applied to the Turning Function.**

The idea of performing an analysis on the $\theta(s)$ curve to extract critical points of curvature is not new. Its utility was convincingly argued in [57]. However, previous approaches to this analysis were based on scale-space filtering [76] with Gaussian kernels. These approaches were plagued by the lack of uniformity of discontinuity locations in Gaussian scale-space. As a result, the promise of the curvature primal sketch [57] remained unfulfilled. These developments were soon followed by the contributions in [58] who realized that their weak continuity methods enjoy uniformity in scale, and considered the application of their nonlinear weak string filter technique to turning functions. Applying their results is a crucial step in the task of obtaining a characteristic polygon, however, we emphasize that without the preprocessing via weak smoothing, their approach used directly gives results which we have found to be quite difficult to interpret automatically under the severe noise conditions present in noncooperative, military target recognition. Hence, after the pre-conditioning step, we use the variational approach once again and minimize the weak string energy functional [65] for the turning function,

$$
E_\theta(\phi) = \int |\phi(s) - \theta(s)|^2 + \lambda^2 \int |\phi'(s)|^2 + \alpha P,
$$

(2)

where the $\lambda$ and $\alpha$ in the definition of $E_\theta$ are not necessarily the same $\lambda$ and $\alpha$ as in $E$ above. In the context of this minimization the two parameters $\alpha$ and $\lambda$ interact in a natural manner with direct implications for the segmentation of planar contours. Following [58] these are:

- **$\lambda$—Natural Scale Parameter:** Contour details which are smaller than $\lambda$ get smoothed out and contour features which are separated by more than $\lambda$ units are treated almost entirely independently in the smoothing process;

- **$\alpha$—Resistance To Noise:** If $\alpha$ is larger than twice the noise variance then ‘false’ discontinuities will not occur;

- **$\Phi_0$—Angular Sensitivity:** Large isolated changes in the angles between successive polygonal segments—angular discontinuities—will be detected if and only if their angle exceeds $\Phi_0 := \sqrt{2\alpha}/\lambda$;

We emphasize that this energy functional can be minimized using the GNC algorithm [65] as discussed here, or other continuation methods such as [69], [64], and that no linear filter with thresholding, so-called non-maxima suppression, enjoys such localization accuracy [65], [72] in the presence of noise. An application of the weak string to a turning function is given in the bottom graph of Figure 4.

**STEP 5: Edge Extraction.**

As is usual with weak continuity methods, the edges are quite simply extracted by a simple thresholding step, namely, we mark an edge at $s$ if, $|\phi'(s)| \geq \sqrt{\alpha}/\lambda$.

**STEP 6: Back-Indexing.**

Edges marked on the fit to the $\theta(s)$ curve are back-indexed into the contour $\tilde{\gamma}$. Note that the edges in $\theta(s)$ correspond to corners along the weakly smoothed chain. Connecting the corners so obtained results in what we call the characteristic polygon. We note that as the scale and angular sensitivity parameters increase, vertices will drop out of the characteristic polygon, however, no additional vertices will appear as we ascend scale/sensitivity space.

This is the scale-space uniformity enjoyed by characteristic polygons: A vertex, or corner, at a coarse resolution persists at all finer resolutions and occupies the same location.

An important point to address is the selection of resolution parameters. Some of the alternative methods available are: to remove them via optimization according to some criterion such as cross-validation [67]; to adjust them adaptively to the local character of the given curve using appropriately adaptive versions of GNC algorithms [65]; to employ an extension of Witkin's stability notions of scale-space filtering [76] in an attempt to extract composite descriptions which emphasize features at different scales simultaneously; or to simply store the entire scale-space description, or some quantized description, using the compact hierarchical storage afforded by the uniformity property.
and index into such a description by resolution as appropriate. On the other hand, with proper modeling only a small number of "slices" of scale-space, i.e., only a small number of polygonalizations at selectively quantized n-tuples of the resolution parameters, are required for most problems in the ATR context.

3.0 UNIFORM AND PERSISTENT LOCALIZATION IN SCALE-SPACE

One immediate consequence is that the multiresolution description of a polygon, as described in section 2, has a very compact representation. In the context of computational geometry such a representation for a convex polygon is called a balanced hierarchical representation [70] which leads to advantageous computational properties.

Using characteristic polygons computed at different scales we can construct the graph shown in Figure 5 (top). Here the abscissa indicates the arc-length along the target silhouette perimeter from a reference point, while the ordinate indicates the resolution. We see that, as expected, we get a representation where features (critical curvature points) generate vertical lines as we move across scale. This should be contrasted with the algorithms of Witkin [76], which suffer from the nonuniformity of methods based on convolution with rapidly-decaying kernels followed by thresholding. This is the diagram we call the scale-space diagram, or scale-space filtering in the sense of Witkin. In this terminology Figure 5 illustrates the scale-space diagram of an M113 APC.

The scale-space diagram just constructed has many utilities in discovering organization in the target silhouette and in ATR strategy development. In addition it is useful in understanding feature stability with respect to resolution (which is strongly influenced by range). A notion of feature stability was proposed by Marr, who without detailed justification, proposed the "coincidence assumption," that only features which spatially coincide at all scales are physically significant. He further described the image by the zero-crossings in its convolution with the laplacian of a gaussian, at several fixed scales. Experience and experiments have shown subsequently that the latter assumption fails in that variable scales need to be incorporated.

One can think of the scale-space diagram (illustrated in Figure 5 for an M113 APC) as some sort of fingerprint of the target. Indeed as Witkin [76] observed, one of the fundamental values of scale-space descriptions, is the discovery of organization and structure in a signal by relating the singular points (points of extreme curvature) across scale. Since he used non-maxima supression via convolution and thresholding, his scale-space representations did not provide uniform localization of features. Our algorithm provides uniform and persistent localization of features across scale as shown in the bottom of Figure 5.

Referring to Figure 5, the vertical lines represent a set of distinguished points, namely the vertices of the polygonal approximation to the silhouette. The height of each line corresponds to the resolution, which by transformation incorporates both the significance of the corresponding feature via the size of the vertex angle and the scale (range). Thus, if we draw a line parallel to the horizontal axis at some coordinate $a_*$, and note the points of intersection with the vertical lines of the scale-space diagram, we obtain a polygonal approximation at that resolution. We immediately see that in order to store all the variations of the silhouette with respect to resolution we only need to store the polygons corresponding to those values of $a_*$ at which, as we traverse the diagram downward, new vertices appear. The corresponding catalogue of polygons provides a hierarchical, localized data structure which can efficiently guide an ATR associated search for identifying a target beginning from a coarse polygon and progressively adding vertices as needed for identification and discrimination. Further reduction in storage results by considering only stable polygons, i.e., polygons that do not change quickly with small changes in the resolution parameter $a_*$. Indeed, in practice it will be impossible to detect such small and "rapid" variations of the local character of the target silhouette, so it is not necessary to store all these polygons. As a result of these two notions a fairly reduced target model results, in that only a small number of polygons is needed in order to capture the silhouette variation with respect to range. An of course, the hierarchy is nested for compact storage.

An additional application of the scale-space diagram is that in the case of obscured targets, we can use a portion of the silhouette arcs that are present, to organize the search for the target recognition based on the local features and their relationship across scale as indicated by the corresponding portions of the scale-space diagram. It is in this sense that the scale-space diagram provides a "fingerprint" for a target.

Finally, we have developed a notion of feature stability which is an extension of that of Witkin [76]. The basic idea stems from the fact that as we traverse the scale-space diagram from coarse resolution to finer resolution, the appearance of a new vertex can be translated to a notion of stability of the line segment connecting the two vertices lying above the new one. Depending on the relationship of certain geometric parameters we can quantify the stability of a feature, and that of a polygonalization along these lines of reasoning. These results will be described elsewhere.
in detail.

4.0 COMPUTATIONAL RESULTS

4.1 RESULTS FOR BRL-CAD DATA

The results of our polygonalization procedure are shown in Figure 6 through Figure 8 for each of three targets of interest at 10⁴ from head on, namely the M60 tank, the M113 armored personnel carrier and the M35 truck. In the first column of Figure 3 we show the respective digital silhouette boundaries obtained from BRL-CAD data subsampled to about 100-150 data points; while in the second column we show the results of processing these boundary contours with the weak chain smoother. In Figure 6 through Figure 8 we give a progression of four characteristic polygons for the M60 tank, the M113 APC and the M35 truck, respectively. These sequences illustrate the uniformity and persistence in scale and angular sensitivity. In Figures 9 through 11 we show a complete progression of scale-space polygonalizations for the APC from fine to coarse resolution.

4.2 RESULTS FOR REAL IMAGE DATA

We have also tested the utility of the characteristic polygon filter in extracting edge boundaries detected in real thermal image data. Having obtained the characteristic polygon, if additional shape fidelity is required, one can define still another variational energy, this time a convex polygonal-spline energy, which indexes back into the original image at knot points along the perimeter of the characteristic polygon. Minimizing this cost over the vertices of the characteristic polygon by adapting an extension to the B-spline considered in [71] results in a polygon, not to be confused with a control polygon [63], which fine-tunes its final shape according to the image gradient. Thus, characteristic polygons can be considered as highly stabilizing pre-filters for active contour models [68], [73]. In this way the sides of the characteristic polygon can be slightly readjusted by indexing back into the gradient information in the original image. Although this operation requires iterated solutions to a full linear system, its cost is modest since the square dimension involved is given by the number of vertices of the characteristic polygon which is minimal by construction, typically from about one to two dozen.

In Figure 12(a) we show a close-up of an APC taken from a scene containing four APCs from CNVEO/Visionics' simulated FLIR imagery trim2 database (image: cota0001). For edge quality comparison purposes we depict the Canny edges [66] for this image in Figure 14(a). The sequence of images given in Figures 12(b) and 12(c) give the intermediate images computed during the Canny edge detection process. Figure 12(b) shows the original image after smoothing with a Gaussian kernel and Figure 12(c) gives the image corresponding to the Euclidean norm of the image gradient of the smoothed image. Finally, the edge image in Figure 14(a) shows a close-up of the edges which result after optimizing over the norm of the gradient image and performing thresholding with hysteresis. In Figure 13(a) we show the weak continuity membrane image [65], [61] obtained with the parameters λ = 16 and h₀ = 25. The surface plot for this membrane image is given in Figure 13(b) and the corresponding edges are shown in Figure 14(b). Clearly the membrane images are superior to the Canny edges but at a significant cost, requiring about two and a half minutes to process this subimage. We next extracted a sequence of minimum bi-variance edges which we have developed to provide for fast edge extraction as discussed in [62]. In Figure 14(c) we give the characteristic polygon computed from the minimum bi-variance edges found. The characteristic polygon edges compare quite favorably with the membrane edges and Canny edges and were computed in about 5 seconds on a SUN IPC. This polygonalization was obtained using no post-processing for increased fidelity as discussed above.

5.0 CONCLUSIONS AND EXTENSIONS

We have described an innovative approach to multi-scale polygonalization of target silhouettes, as a means to construct economic target models for ATR. We have also demonstrated its utility and flexibility with examples from CAD and field imagery. Among future extensions planned, is the further development of a software suite that can automatically generate hierarchically catalogued views of the target silhouette having maximum economy with respect to range and view angle variations. Both CAD target models and field data will be accepted as input by the suite. The system will also provide for the modeling of internal boundaries using our multiresolution polygonalization methods.
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FIGURE 5