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SUMMARY

High bandwidth satellites offer the promise of a rapidly deployable communications infrastructure with a natural support for mobility. However, many widely used versions of the Transmission Control Protocol perform poorly over satellite links, and this presents an obstacle to the deployment of such systems. We present an architecture that overcomes these problems and allows easy integration of heterogeneous networks into the larger Internet. We also present some results from our initial implementation, which uses TCP connection splitting to improve TCP performance over satellite links. Copyright © 2001 John Wiley & Sons, Ltd.
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1. INTRODUCTION

With the rapid advancement of computer technology, portable and handheld computing devices are becoming increasingly common. Along with this trend comes the demand for these devices to be connected to the Internet. At the same time, there is also a growing demand for Internet connectivity in regions of the world that do not possess a good pre-existing communication infrastructure. Satellites offer an attractive solution to both these problems. Mobility can be supported easily, and coverage can be extended relatively quickly, even to remote areas.

Such universal connectivity requires the widespread deployment of a single family of standard protocols to ensure seamless interoperability between various systems. The Internet protocol suite is a natural choice, having been widely deployed and shown to work well over a variety of conditions and links. An important member of this protocol suite is the Transmission Control Protocol (TCP) [1,2], which is an end-to-end transport protocol for reliable sequenced data delivery. Most Internet traffic uses TCP; examples are web traffic, email and file transfers.
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However, there are a number of problems with using TCP over satellite links, many of which arise from the high propagation delays inherent in satellite links.

In this paper, we look at some solutions that have been proposed for these problems and describe an implementation of one such solution. We argue that building heterogeneous networks requires that we take into account the special characteristics of the underlying links, and that such knowledge can be used to improve the performance of protocols such as TCP. Section 2 outlines the problems with TCP and some of the proposed solutions. In Section 3 we describe our implementation of one of these solutions, and set out some of the design considerations. Section 4 details some results obtained and Section 5 discusses some of the lessons learned and discusses some directions for future work.

2. TCP: LIMITATIONS AND PROPOSED SOLUTIONS

TCP was designed as an end-to-end transport protocol that would handle wide network variation and run over many different kinds of networks, without having knowledge of the underlying network characteristics. Thus, the design of TCP, especially in its flow control mechanisms, is very conservative. In the years since TCP was first proposed, many new link technologies have been developed, and added to the Internet. Many of these links have distinctive characteristics, and so the network as a whole has grown more and more heterogeneous. In the process, many cases have been found where the conservative approach of TCP leads to poor performance over certain types of links. At the same time, TCP has needed to stay conservative in order to handle the larger network variation, and so the gap between optimal performance and that obtained with TCP has widened in many cases.

2.1. TCP over satellite

The best-known shortcoming of TCP is that the offered window size field in the TCP header is only 16 bits long, which restricts its value to 64 KB. Some implementations further limit the maximum window size to 32 KB, and many popular applications default to a window of 8 KB. Since TCP cannot send more than one window of data per round-trip time, the maximum throughput attainable by a connection over a geostationary satellite link, which has a delay of about 250 ms in each direction, may be restricted to as low as 128 kbps. However, simple solutions exist for this problem, and are discussed in the next subsection.

TCP's cumulative acknowledgment scheme can discover only one segment loss every round trip, so if multiple segments are lost in one window of data, throughput is reduced sharply. This is a major problem in environments with bursty error characteristics, such as links prone to intermittent fading. Solutions have been proposed for this problem as well, as described in the next subsection.

Harder problems are raised by the flow control and congestion control mechanisms in TCP. TCP is a self-clocked protocol—the sender uses the stream of acknowledgments from the receiver to time its transmissions. This 'ACK clocking' reduces the complexity of the sender at the expense of using up more bandwidth on the return channel to send frequent acknowledgments. It also leads to unfairness between connections that traverse widely differing paths in the network—connections with smaller round-trip times can increase their rate of sending more rapidly, and so end up capturing most of the network bandwidth, at the expense of long-delay connections.
Such problems are studied further in Reference [4], and it is shown that this bias of TCP also leads to poor performance of TCP connections passing through multiple congested gateways relative to connections that cross one or no congested gateway.

Related problems arise due to the slow start and congestion avoidance algorithms. Due to the small initial window in slow start, a significant number of round trips may be required for the congestion window to grow large enough to effectively utilize the link bandwidth. This is a problem in the satellite environment, where the round trip delays are long. A small web transfer, consisting of four or five packets, takes three round trips (1.5 s over a GEO satellite link) to complete, regardless of the link bandwidth available. Most data transfers over a satellite link can complete without ever having attained a window large enough for optimal link utilization.

In the congestion avoidance phase, window growth is much slower than in slow start. However, even a single loss results in halving the window. Thus the costs of even a single 'false alarm' due to a corruption-based packet loss are very high. For bulk transfers over uncongested paths, if such a loss occurs after the window has grown quite large, the window is halved and the satellite link is under-utilized for a prolonged period while TCP recovers and grows its window back to the former size.

2.2. Proposed solutions

In light of the above problems, a number of solutions have been proposed. These fall into three categories—link level solutions, end-to-end solutions, and proxy-based solutions. These categories of solutions are not mutually exclusive—all three kinds of solutions may be used together in a network.

Link level solutions include the use of link layer techniques like strong forward error correction (FEC) and link-level automatic repeat request (ARQ) mechanisms to mitigate the problem of corruption loss. In many situations, deploying these mechanisms can ensure that most losses seen by TCP are in fact due to congestion. However, these solutions do not address problems due to the TCP window size and congestion control mechanisms. The snoop protocol, as described in Reference [5], also falls into this category—it basically tries to implement link level ARQ using TCP acknowledgments as the triggering mechanism. However, this solves the problem of TCP assuming that all losses are due to congestion by assuming instead that all losses are due to corruption. Thus, if the loss is actually due to congestion, snoop produces undesirable effects, and so it cannot be deployed in the middle of a network. The other solutions mentioned above do not have this problem.

Many end-to-end solutions have been proposed, mostly as extensions to TCP, and a number of them have been adopted by the IETF as TCP options or enhancements. The window scaling and timestamp options [6] allow TCP to use window sizes up to 30-bit wide. The use of larger initial congestion windows [7] can mitigate problems due to slow start. The selective acknowledgment (SACK) [8] allows the receiver to return more information in its acknowledgments, and so addresses the problem of multiple losses in a window. The use of these options is good and should be encouraged. However, some of the options require additional complexity and state information at the TCP layer, and so may not have been implemented, for example, on small embedded systems. Further, some of these options are very hard to configure correctly on any given system. For example, the window scaling factor can only be negotiated at connection setup, when neither host has an estimate of the connection round trip time; unless some additional mechanisms are used to determine the RTT, the hosts can only guess at an appropriate scale factor. These options
also do not address some of the problems pointed out in the previous section, such as the high penalties imposed by the congestion control algorithms for corruption-based packet losses on connections using satellite links.

Even these remaining problems can doubtless be solved by implementing further enhancements to TCP. However, there is another, more philosophical, objection to adopting this approach. One of the major motivations behind the design of TCP was that by using an end-to-end approach that ignored link characteristics, a much simpler protocol design could be obtained. The fact that such an approach was suboptimal was considered an acceptable tradeoff, especially as the performance penalty was relatively low for more homogeneous networks. Today, as TCP becomes more and more complex in order to accommodate network heterogeneity while at the same time staying independent of link characteristics, it becomes important to ask if an approach that used a knowledge of link characteristics might not actually provide a simpler and more optimal solution.

Proxy-based architectures seem to provide such a solution. In this approach proxies are deployed in the network to separate links or groups of links with highly dissimilar characteristics. These proxies can then take advantage of their knowledge of link characteristics, while isolating the hosts from such details. This allows simplification of the protocols used in the end-user terminal, at the expense of additional complexity in the network. Since the proxies are designed to take advantage of local network characteristics, we can obtain closer-to-optimal performance than with the end-to-end approach.

Connection splitting proxies [9] belong to this class of solutions. In what follows we explore the capabilities and limitations of this architecture.

3. CONNECTION SPLITTING

Figure 1 illustrates the connection splitting architecture as applied to networks with satellite links. The end-to-end TCP connection between H1 and H2 is broken into three separate connections, namely C1, C2 and C3, by the gateways G1 and G2. C1 and C3 use TCP, while C2 may use a different protocol, optimized for the satellite link. The splitting is achieved by having

---

Figure 1. Overview of TCP connection splitting.
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each of the gateways transparently act as a TCP proxy for the remote host, thus isolating the hosts from the characteristics of the satellite link. For instance, having each gateway acknowledge data on behalf of the remote host reduces the connection round trip time seen by the hosts. The use of such proxies allows the hosts to implement very simple versions of TCP, as they will only be communicating over a relatively simple network, with the proxy. It also allows the proxy to optimize the transfer taking into account the nature of the satellite link.

Various connection-splitting proxy designs have been proposed in the literature. One approach, specific to cellular networks, was proposed in Reference [10]. The authors implemented a version of TCP that used connection splitting to deal with host mobility. The major drawback of this solution was that it needed the new protocol to be deployed in all base stations and in the mobile hosts, and it required the applications on the mobile hosts to be modified to use the new API. Another more recent approach, specifically for satellite systems, is described in Reference [11]. Here the authors use an approach similar to ours, but define a new protocol for use over the satellite link.

Most connection-splitting implementations currently available either require changes to host software or fail to deal gracefully with exceptional circumstances. For example, they cause TCP connections to fail if network routing is asymmetric, that is if the routes in the two directions of a connection are different. Another common problem is that if one of the proxies responsible for connection splitting runs out of resources or fails, many undesirable effects are seen, especially if other routes still exist between the communicating hosts. We attempt to tackle these problems in our implementation.

Our approach was motivated by the observation that in homogeneous networks, TCP can nearly always be tuned to perform well, by including various enhancements and choosing parameters beforehand. Therefore, by choosing the locations of the connection-splitting proxies so that they partition the network into relatively homogeneous parts and using appropriately tuned TCP implementations within each part, it should be possible to achieve good performance for all network users. This would allow us to build on the widely available and extensively tested base of TCP implementations.

3.1. Design considerations

We now look at the problem of designing proxies like those in Figure 1. We would like to improve the throughput for TCP connections using the satellite link while allowing the hosts to continue using TCP as before. Since TCP requires ACKs for its clock, we must ensure that when the satellite link is uncongested, the sender TCP receives a stream of ACKs that is similar to what it would receive if the satellite link were replaced by an uncongested terrestrial link of similar bandwidth. In other words, we want to decouple the ACK clock, which is supposed to provide flow control by representing the state of congestion in the network, from the link delay, which is a characteristic of the link.

One way to do this is to have the proxy acknowledge data as soon as it receives it, and to perform flow control by allowing a backlog to accumulate in its receive buffer, thus reducing the offered window, when the satellite link is congested. This "back-pressure" mechanism is a relatively slow way of throttling the sender—the receiver's buffer must fill up before the sender will stop sending. However, it is the only way a TCP receiver can slow down the sender without dropping packets, as 'shrinking the window' [12] is deprecated in TCP.
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TCP is designed to run on top of IP, which is a connectionless network protocol. It is robust to routing changes and reordering of segments in the network, and our proxy implementation should have these properties as well. Use of the proxy must not cause failure or data loss when network routing changes or when routes in the two directions are different. The TCP standard specifies that if a host receives a segment with an invalid sequence number it must acknowledge the segment and drop it. Therefore, to avoid data loss in case of routing changes our proxies should ensure that TCP sequence numbers used on C1 and C3 are identical. The initial exchange of SYN segments by two hosts at connection setup time establishes the synchronization in sequence numbers. Therefore, the proxy must use the information in the SYN exchange to synchronize itself with the sequence numbers on a connection. If due to routing changes or other reasons (such as IP layer encryption) this information cannot be acquired, the proxies should at least be capable of simply forwarding all subsequent segments on that connection.

Similarly, port numbers must also be preserved by the proxies, as many services use them as an authentication mechanism.

The proxy must not return a SYNACK to the host before the remote host has responded. Such a response would imply that the remote host is functional and is sure to accept the connection. If this does not happen, then the proxy will have to abort the connection, thus causing the end user to see a difference in behavior when the proxy is used. It would also cause the two hosts to be in a combination of states that is not valid as per the TCP specification, opening up the possibility of failure if routing changes should occur or asymmetric routes be found. Therefore, the proxy must only return a SYNACK after the remote host has accepted the connection.

A similar statement might be made about the FIN sent to indicate a half-duplex close on a connection. However, the standard API for TCP does not provide a way for an application to find out whether a FIN has been successfully acknowledged by the remote end. Therefore, for simplicity of implementation it might be desirable to acknowledge a FIN as soon as it is received by the proxy.

3.2. Implementation description

Our implementation of a connection splitting proxy for satellite links was designed keeping the above concepts in mind. We used TCP, enhanced with timestamp, window scaling and SACK options, on the satellite link. This TCP implementation also uses the FACK [13] congestion control algorithm, and an increased value for the initial congestion window during connection startup. We chose TCP for its flexibility, as well as to speed up the implementation process. It is envisaged that any protocol modifications for the satellite link will be implemented as TCP options [14].

The procedure used to perform connection splitting is as shown in Figure 2. Whenever a gateway sees a connection request (i.e. a SYN segment), it intercepts the request and originates a similar connection request with an enhanced option set. When all downstream connections are completed, an acknowledgment (i.e. a SYN ACK) is returned to the host that originated the original request. Both the gateways always negotiate and accept all the TCP options listed above during connection setup, so that the connection between G1 and G2 will always use all these options.

Once the connection has been set up, the proxy intercepts all data on that connection, returns an acknowledgment to the sender bearing the address of the destination, and buffers the data for downstream transmission. When a proxy receives a FIN segment, it immediately closes the
corresponding half-duplex connections. When a FIN has been received for both directions of a TCP connection, all the resources for the corresponding connection segments are freed to minimize resource usage.

As described in Section 3.1, all sequence numbers and port numbers are preserved, and packets received on unknown connections are simply forwarded.

Note that there is a variable delay due to buffering at G1 as well as G2, which is not shown in Figure 2. Also, a host may choose to piggyback ACKs on other kinds of packets. In the figure, AckH1 may be piggybacked on the data following it, and FinH2 may be combined with the ACK immediately preceding it.

During the lifetime of a connection, a back-pressure algorithm is used for flow control; segments are removed from the receive buffer on the upstream connection only if they can be sent immediately on the downstream connection. Thus, when the downstream path gets congested, the offered window on the upstream connection reduces correspondingly, and congestion information is propagated back to the sender.
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An additional mechanism is used to limit the size of the buffers at the proxy. If a backlog begins to build in a receive buffer, an arriving packet is discarded without acknowledgment. This causes the sender to retransmit the segment and reduce its congestion window, and so keeps the buffers small without appreciably affecting end-to-end throughput. No packets are dropped if there are out-of-order segments in the receive queue; this avoids multiple packet drops in a single window, which would cause serious performance degradation.

More details on the implementation can be found in Reference [14].

3.3. Failure conditions

Our implementation is capable of handling a number of failure conditions gracefully. Due to the flexible implementation [14], the proxy can be configured to split only selected TCP connections, to keep resource utilization low. Also, due to the use of TCP on the satellite link, a proxy can simply forward connection setup (SYN) messages for new connections if it does not have resources available, without causing any side-effects except for a possible performance loss relative to connection splitting.

Our proxy implementation never retransmits a SYN segment on its own. This way, if a connection happens to follow different routes in the two directions, the proxy does not see the SYNAck and simply times out the SYN request from its cache. Meanwhile, because no connection has been set up, further data arriving on this connection is simply forwarded. If the route is symmetric and a SYN gets lost, the initiating host eventually retransmits its SYN and the proxy treats it as a new SYN.

However, many failure conditions remain. If a proxy fails, then any data that is buffered on the proxy but has not yet been transmitted is surely lost. Even data that has been transmitted and not yet acknowledged may be lost if the transmitted copy is lost in the network. The proxy is also as yet unable to deal with route changes during the lifetime of a connection. These weaknesses appear to be unavoidable consequences of the connection splitting architecture. Some possibilities for improving robustness under route changes are discussed later.

4. PERFORMANCE MEASUREMENTS

Our current implementation of the TCP connection-splitting proxy runs on the Linux operating system, kernel version 2.1.95. Though the proxy module is processor-independent, all the tests have been carried out using a pair of Pentium PCs running at 166 MHz.

We tested various scenarios, involving single TCP connections as well as multiple simultaneous connections. Of these, the single connection tests are fairly simplistic and intended mainly as benchmarks. The numbers quoted were all obtained by performing each test thrice and averaging the measured times, since time was the quantity we directly measured. For instance, the throughput values were obtained by dividing the size of the transferred object by the average time, and not by averaging the throughput over three runs.

4.1. Single TCP connection

4.1.1. Test methodology. The test configuration is shown in Figure 3. The server host was a PC running Microsoft Windows NT Workstation 4.0 with the default TCP/IP parameters, and the client host was running Microsoft Windows 95 with the default parameters. We used the FTP
server and the HTTP server from the NT Peer Web Services software. The clients used were the command-line FTP client supplied with Windows 95, and Netscape Communicator 4.05 for the HTTP tests. Tests were carried out using a data channel simulator to simulate the satellite channel, as well as over a commercial Ku band satellite link.

For the FTP tests, various combinations of the following parameter values were used, with no competing traffic on the link:

- File sizes: 10, 100, 1000, 10,000 and 100,000 KB.
- Link rates: 384 kb/s, 1.536 and 8 Mb/s.
- Link delay each way: 0, 250 ms.
- Bit-error rates: 0, $10^{-9}$, $10^{-8}$, $10^{-7}$, $10^{-6}$.

To provide a baseline for comparison, identical tests were carried out with connection splitting disabled on the proxy machines.

HTTP tests using different kinds of webpages were carried out over the same range of link rates and delays. Three webpages were used for testing:

- Test page 1: HTML document (356 B) + one image (391 KB).
- Test page 2: HTML document (1.7 KB) + 16 images (sizes 19–100 KB, total size 669 KB).
- Test page 3: HTML document (1.6 KB) + 16 images (nearly equal sizes, total size 262 KB).

4.1.2. Results—simulated satellite channel. Figure 4 shows the degradation of TCP performance when delay and errors are added to a link. The end-to-end TCP transfer is limited to a constant maximum transfer rate, independent of link bandwidth, by the fact that its offered window is restricted to small values. Thus, link utilization decreases with increasing link bandwidth. The connection splitting approach, which uses much larger window sizes on the satellite link, yields better throughput. Both approaches suffer significantly from bit errors, especially at higher link speeds. This is due to TCP assuming that all losses are caused by congestion.

Figure 5 shows the dependence of throughput on the size of the file transferred. As expected, the end-to-end approach is limited to a constant rate due to the small size of the window. The proxy approach does considerably better. As the file size is increased, the cost of low utilization during slow start is amortized over a longer interval of near-line-rate transfer, and the utilization improves. This is shown clearly in Figure 5(b), in the plot of throughput against the ratio of file size to bandwidth-RTT product. Clearly, for good performance, the file size should be an order of magnitude larger than the bandwidth-RTT product.
Figure 4. Effect of delay and errors on FTP performance. File size = 10 MB. (a) End-to-end TCP; (b) proxy, IW = 1.

Figure 5. Effect of file size on TCP performance at different link speeds. Delay = 250 ms each way, BER = 0. (a) End-to-end TCP; (b) proxy, IW = 1.

The effect of slow start on throughput can be reduced by increasing the value of the initial congestion window. As Figure 6 shows, this improves throughput at all link rates, but the increase is appreciable only for medium-sized files at higher link speeds. This is because each time the initial window is doubled, the slow start phase is shortened by one round trip. For very large transfers, this is a small fraction of the total number of round trips required, and has little effect on
average throughput. For small transfers, increasing the window fails to make any difference beyond a point, since the transfer time cannot be reduced to less than one round trip time. For medium-sized files (i.e. those with size approximately equal to the bandwidth-RTT product), the entire transfer is completed during slow start, so doubling the initial window has a significant effect.

In other words, increasing the initial congestion window, at least up to sizes that are small compared to the bandwidth-RTT product, does not change the fact that high link utilization can be achieved only when the transfer size is an order of magnitude larger than the bandwidth-RTT product. However, for small transfers, the reduction in user response time is often significant.

Figure 7 shows the link utilization achieved by the split-connection system when bit errors are present on the satellite link. Performance is fairly good even at relatively high error rates, mostly due to our use of SACK information and the FACK algorithm on the satellite link. Throughput is more affected by bit errors at higher link speeds, since the susceptibility of TCP to errors (in terms of reducing the congestion window) depends on the number of errors per round trip time and not on the absolute BER. Figure 7(b) plots the throughput as a function of the error rate per round...
trip. We see that performance drops sharply when the error rate approaches one error per round trip, as is characteristic of TCP.

For the HTTP transfers, performance was measured by the total time required for each webpage to load, as measured by a stopwatch. Due to the imprecise nature of this measurement method, as well as due to the variance introduced by the HTTP client (which requires a significant amount of time and processing power for its image manipulation and rendering algorithms), these results are by no means exact. However, they serve very well to illustrate some general trends, and give an idea of perceived user delays.

HTTP, like FTP, uses a request-response mechanism, wherein the client requests one object at a time from the server. However, each FTP transfer consists of a single file, whereas a single webpage typically consists of several smaller objects, each of which must be requested separately by the client. Due to the request-response mechanism, there is an interval of one round trip between the time that the client finishes receiving an object and the time that it begins to receive the next object. Therefore, the traffic generated by an HTTP session is intermittent in nature, with long pauses. Thus, throughput is not a good indicator of HTTP performance.

As Figure 8 shows, HTTP performance declines markedly with increasing link delay, and in this case the improvements due to using the proxy are not as remarkable as in the case of FTP. Further, as seen from Figure 9, increasing the initial congestion window does not have much effect on performance. It is worth noting that for test pages number 2 and 3, the request-response delays contribute 8 s (16 round trips of 0.5 s each), which is a major portion of the total loading delay. The only way to overcome this problem seems to be to add request aggregation capabilities to HTTP.

4.1.3. Results—Ku band satellite. Similar results were obtained when the above FTP tests were repeated over a commercial Ku band satellite link. The bandwidth of the satellite link was E1 (2.048 Mb/s). During the tests, the satellite modems on the two ends of the link reported bit error rates of $10^{-6}$ and $4.5 \times 10^{-5}$, respectively, on the raw channel. The Reed–Solomon coding used by the modems reduced the error rate to $10^{-12}$ or better in both directions, and so for all practical purposes the channel was error-free. Thus the results obtained were very similar to those obtained with the channel simulator at the same link speed with the BER set to zero.
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Figure 8. Effect of delay on HTTP performance for three sample webpages. For these tests, the proxies were set to IW = 1 and the channel simulator to BER = 0. (a) Test page 1; (b) test page 2; (c) test page 3.

Figure 9. Effect of increasing IW on HTTP performance over simulated satellite link on three sample webpages. For these tests, the channel simulator was set to BER = 0. (a) Test page 1; (b) test page 2; (c) test page 3.

Figure 10(a) shows the variation of throughput with changing file size. As expected, performance with proxies enabled is much better than with end-to-end TCP. We see that performance picks up when file size is about an order of magnitude larger than the bandwidth-RTT product.

Figure 10. FTP Performance over Ku band satellite link. (a) Single FTP session; (b) two simultaneous FTP sessions.

(approximately 125 KB), and that only medium-sized file transfers are affected by increasing the initial congestion window.

Figure 10(b) shows the performance achieved by two identical simultaneous FTP connections sharing the satellite link. We see that for large enough file sizes, link utilization is still high, with each of the two connections getting a roughly equal share of bandwidth.

4.2. Multiple TCP connections

4.2.1. Test methodology. A setup similar to the single connection case was used. The server and client machines in this case were PCs running Linux. As before, all links were 10 Mbps Ethernet links, except for the simulated satellite link, which was an 8 Mbps serial link. The TCP benchmarking tool, distributed benchmarking system (DBS), [15] was used to create multiple connections between these two machines. In the tests for measuring fairness to flows with different RTTs, a third machine was used as an additional client. This machine was also a Pentium PC running Linux connected to the server through a Cisco 7000 series router.

We measured application-level throughput at the receiver for different numbers of parallel connections transferring data from the server to the client(s). Receiver throughput is measured instead of sender throughput because the latter merely measures how quickly the program could write its data to the TCP send buffer, and is in no way related to the actual rate of data transfer. All connections were made before the measurement was started, so that differing connection setup times did not affect throughput measurements. This was done using the BEFORE connection mode of DBS.

We measured throughput for transfers of size 10 and 100 KB. These sizes were chosen to approximate the typical size range of HTTP objects, so that the measurements would be somewhat realistic. Tests were carried out with the channel simulator set to 250 ms delay each way. In none of the tests were any bit errors introduced by the channel simulator. This was done for two reasons: firstly, the preceding tests show that bit errors do not have an appreciable effect on performance on typical Ku band satellite channels. Secondly, at the file sizes we tested, the probability of any single transfer encountering a bit error, even at relatively high error rates such as 10⁻⁶, is so low that any results obtained from a small number of tests would not be statistically significant.
We performed tests with 10, 20, 30 and 40 simultaneous connections. The total bandwidth-RTT product of our link is 500 KB, or approximately 343 segments at our chosen MTU of 1500 bytes. Therefore, when 10 connections share the channel, the optimal window for each of them is about 50 KB, and we can expect to see some effects of limited receive window sizes, as the client and server were using the Linux default window sizes of 32 KB. On the other hand, when 40 connections share the channel, the optimal window size for each is around 12.5 KB, or about 9 segments. So at this point we do not expect to see any effects due to limited receive window sizes; instead we expect to see severe congestion when we increase the initial window on the proxies to 16 segments.

We note that some of the results shown here, especially for the 10 KB transfer size, may not be very accurate, due to limits imposed by timer granularity on the test systems. However, the general trends are quite reliable, and reveal some interesting insights.

4.2.2. Results—simulated channel. Figures 11 and 12 show the results when different numbers of parallel TCP connections transfer data simultaneously over the simulated link. As expected, throughput is low for small transfers, as the transfer time is dominated by delays due to slow start.

![Figure 11](image1.png)  
(a) Mean utilization; (b) normalized standard deviation.

![Figure 12](image2.png)  
(a) Mean utilization; (b) normalized standard deviation.
Even 40 transfers of 10 KB each only represent a total transfer of 400 KB, which is less than the bandwidth-RTT product of our link, so it is not surprising that the use of proxies does not help much. Increasing the initial window makes a large difference to throughput—when IW is increased to 16 segments, the entire transfer can be accomplished in a single round-trip.

More interesting results are observed for the larger transfer size of 100 KB. Here each transfer involves approximately 70 segments, which means that with IW = 1, the transfer takes about seven round trips to complete, with the senders sending at most 32 segments in a round trip. Increasing the IW to 4 segments reduces the transfer time by two round trips, and so yields significant benefit. Increasing IW to 16 segments further reduces the transfer time by two round trips, improving throughput even more.

With 40 simultaneous transfers of 100 KB each, the total amount of data transferred is 4000 KB, which is about an order of magnitude larger than the bandwidth-RTT product of the link. Therefore, it is not surprising that the proxies perform well. However, it is remarkable that end-to-end TCP does not do as well, since for this case the optimal window size is only 12.5 KB. A possible explanation is provided by Figure 12(b). These plots show the standard deviation of the throughput of individual connections in each experiment, normalized by the mean throughput for connections in that experiment. We see that when the number of connections becomes large enough for the sum of the senders' windows to exceed the path bandwidth-RTT product, the standard deviation rises sharply. This occurs when the number of connections is about 20 (20 connections, each with window 32, make a total window of 640 segments, which is slightly less than twice the bandwidth-RTT product of the simulated satellite link). This indicates that, at least for the transfer sizes and link parameters involved, the bandwidth sharing mechanisms of TCP do not work very well when utilization is high. This observation, if true, would indicate that increasing the IW too much may have harmful effects on throughput.

The measurements plotted in Figures 13 and 14 show how proxies can improve performance by performing localized error recovery. During these tests, two simultaneous flood pings were carried out from the client host to its adjacent proxy, alongside the TCP transfers. A flood ping consists of ICMP Echo Request messages sent from one machine to the other 100 times a second or as fast as Echo Response messages are received by the sender, whichever is greater. We used Echo Request messages with 1472 B of data, so that the final IP packets containing these

Figure 13. Throughput for 10 KB transfers with congested terrestrial link. Congested link is downstream of satellite link, which has delay = 250 ms in each direction.
(a) Mean utilization; (b) normalized standard deviation.
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messages were exactly 1500 B long, i.e. sized equal to the Ethernet MTU. This arrangement simulates congestion on the terrestrial link, making it the bottleneck instead of the satellite link. As expected, the proxies perform better, since any packets dropped due to congestion can be retransmitted locally without traversing the satellite link.

In this case, increasing IW does not help much; it may even be harmful for throughput, though our data are not clear enough to say for certain. It is worth noting that with increased IW the standard deviation of throughput among simultaneous connections becomes very large, and of the order of the mean throughput.

For the experiments plotted in Figures 15 and 16, an additional client host was used. This machine was connected to the server by Ethernet through a Cisco 7000 router. In each case, half the total number of transfers (referred to as set L, for low delay) were to this additional client while the rest (set H, for high delay) were to the client on the other side of the simulated satellite link. Thus the only link common to set L and set H was the Ethernet link connected to the server.

Due to the much larger round-trip delay experienced by clients in set H, end-to-end TCP is seen to be extremely unfair to them. However, the proxies do a much better job of sharing bandwidth between the connections by enabling long-delay connections to compete on equal terms with low-delay wired links. As the initial window is increased, the sharing behavior improves. The remaining unfairness is due to the fact that the proxies use TCP over the satellite link, where the window evolves much slower than over the terrestrial low-delay link. This points to the need for a more efficient protocol over the satellite link. One obvious solution to this problem could be to use TCP with different window increments during slow start and congestion avoidance depending on the round-trip time.

Figure 16 shows an interesting trend—the normalized standard deviation for set L is much higher than that for set H. This seems to strengthen the argument that TCP does not share bandwidth equally between identical connections when congestion is present.

4.3. Some comments

From the above, we see that the value of IW plays a major role in determining throughput. However, it is not possible for a host to know such a value when it sets up the connection.
This suggests that it might be useful to have the network participate in flow control by determining a good value for the initial window at connection setup, and informing the host about this value. In any event, it is clear that at least for the transfer sizes tested, the transfer does not last long enough for the window to stabilize or for equilibrium to be reached.

Looking closer at Figure 15, a disturbing fact becomes apparent. The throughput achieved by set H in the proxy case with IW = 1 is only slightly higher than that achieved under end-to-end TCP. However, the throughput for set L is much lower. This suggests that with the proxies enabled, high-RTT connections become unnecessarily aggressive. Further investigation shows that the use of proxies for set H causes the window for these connections to grow as rapidly as for set L, and so all the data is transferred very quickly to the first proxy on the path, where it must wait for transmission when the congestion window on the satellite link grows sufficiently large. This behaviour unnecessarily reduces the throughput of set L, and uses up large amounts of memory on the proxy.

The above observation motivates us to consider methods for flow control at the proxies, so that they are never unnecessarily aggressive, and can keep their memory requirements low without sacrificing throughput. Such issues are discussed in the next section.
5. DISCUSSIONS AND FUTURE WORK

During our experience with implementing and testing the proxy, we found a few areas that need improvement and further research. The biggest problem was that since the proxy has to buffer any data transmitted on a split connection until it is acknowledged, the memory required for a proxy is quite high. In fact, a little thought shows that we cannot guarantee a bound on the memory requirement, since downstream congestion or a host failure can cause data to be held in transmit buffers at a proxy for long and indeterminate periods of time.

An obvious way to ameliorate this problem is to split TCP connections selectively, since only large transfers can benefit much from connection splitting. This could be done by dynamically varying the set of split connections in response to activity. Connections that have been idle for a long time could be dropped from the set by discarding their associated state information, so that future segments would simply get forwarded. Connections which are not currently being split, but have witnessed high activity recently, could be added to the set of split connections by dynamically acquiring the required state information. Such a 'soft-state' approach would also improve the proxy’s tolerance to some error conditions. This is a challenging problem, and one that requires more work. A major difficulty is in formulating an algorithm for deciding when to add a flow to the set of split connections and how to acquire the requisite state information.
Another useful addition would be a method to detect when routes change during the lifetime of a split connection. Especially when routes change in only one direction, the proxy can deduce this fact by examining the flow in the other direction. However, there does not seem to be a good way to tackle the case when routes change in both directions and the proxy has unacknowledged data in its send buffer. This is an area for future work.

A problem specific to our architecture is that for bulk transfers, the TCP's on the satellite link try to share the link equally between them. However, this is not necessarily desirable. For example, some connections have faster downstream links than others, and can be given a larger share of the bandwidth on the satellite link without adversely affecting the end-to-end transfer rate of other connections. This kind of proportional sharing does eventually come about due to back-pressure on the slower connections, but it takes a long time, and end-to-end throughput is reduced. This method also requires the proxy to buffer a lot of untransmitted data—a better algorithm would keep proxy buffering low by ensuring that data arrived just as a window became available for sending it. We have explored some simple schemes for better flow control [14], but as yet there does not seem to be a good way to carry out such control in all situations.

Scalability is an important consideration for all connection implementations. It seems inevitable that connection splitting proxies will have higher memory and processor requirements than IP routers. However, whether these requirements necessarily increase linearly with the number of active connections or whether they can be restricted to a constant multiple of the requirements of a router seems an open question.

The experiments reported here do not represent very high data rates. Also, traffic patterns for high-bandwidth satellite networks are not very well understood, and much work needs to be done before we can extend our results to such networks. However, given the flexibility of the implementation and its ability to deal gracefully with situations when resources are short, we believe that such proxies can provide noticeable performance improvements to users of such systems. Implementing mechanisms to minimize unnecessary resource usage, as outlined above, would further improve robustness and performance.
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