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Abstract—The problem of estimating a member of a scalar random signal sequence with quantum-mechanical measurements is considered. The minimum variance linear estimator based on an optimal present quantum measurement and optimal linear processing of past measurements is found. When the average optimal measurement without post-processing, for a fixed signal, is linear in the random signal and the signal sequence is pairwise Gaussian, the optimal processing separates: the optimal measurement is the same as the optimal measurement without regard to past data, and the past and present data are processed classically. The results are illustrated by considering the estimator of the real amplitude of a laser signal received in a single-mode cavity along with thermal noise; when the random signal sequence satisfies a linear recursion, the estimate can be computed recursively. For a one-step memory signal sequence it is shown that the optimal observable generally differs from the optimal observable disregarding the past; the optimal measurement can be computed recursively.

I. INTRODUCTION

DETECTION and estimation problems have recently been studied [1]-[3] employing measurement models correctly incorporating quantum mechanics. Such work applies directly, e.g., to establishing fundamental limitations in optical communication systems [4]. More recently, the analog of filtering a random signal sequence has been considered [5], [6], [13]. Here the problem of estimating \(x_k\), a member of a “signal” sequence \(\{x_0, x_1, \ldots, x_k, \ldots\}\) of scalar random variables, is considered; the parameter \(k\) is conveniently regarded as discrete time. To be chosen are the optimal measurements at time \(k\) and the optimal linear combination of present and past measurements at times \(j = 0, 1, \ldots, k - 1\). The random sequence so obtained is defined precisely below, but it is simply described in the optical communication setting as follows.

At time \(k\) a laser signal modulated in some fashion by \(x_k\) is received in a cavity containing otherwise only an electromagnetic field due to thermal noise; the total field is
in a state described by a density operator \( \rho(x_k) \) that depends on \( x_k \) (but not otherwise on \( k \)). If \( x_k \) is a scalar, the measurement at time \( k \), whose outcome is denoted by \( \delta_k \), will correspond to a self-adjoint operator \( V_k \) [7, p. 192]. If \( x_k \) is a vector the essentially quantum problem of simultaneous measurement arises, and a more general concept of measurement [1], [2], [8], [9] must be resorted to [14].

By optimal is meant minimum mean-square error; the implied average is over the classical distributions of \( \{x_k\} \) and the distributions due to quantum-mechanical measurement.

An ultimate objective would include efficient computation; e.g., suppose that \( x_k \) is a scalar "dynamical state" generated by the recursive equation

\[
x_{k+1} = \phi_k x_k + w_k
\]

where \( \{\phi_k\} \) is a sequence of scalars and \( \{w_k\} \) is a sequence of independent Gaussian random variables with zero mean and variance \( Q_k \). Solutions in a form that recursively compute the optimum estimate and measurement at time \( k \) would be highly desirable. In specific situations below, this is achieved.

II. FILTERING PROBLEM

The customary formulation of quantum mechanics [10, sec. 8.5] associates a self-adjoint operator \( V \) on a Hilbert space \( \mathcal{H} \) with each measurement and incorporates a priori statistical information with a density operator \( \rho \) on \( \mathcal{H} \) (\( \rho \) a self-adjoint, positive semidefinite operator with unit trace).

The measurement represented by \( V \) produces a real number \( v \) (the outcome) whose expectation is

\[
E[v] = \text{tr} \{\rho V\}
\]

where tr \( \{\cdot\} \) denotes trace.\(^1\) In case the density operator \( \rho \) depends on a random variable \( x \) with distribution function \( F_x \), \( E[v] \) should be replaced with the conditional expectation \( E[v|x] \). The unconditional expectation is then

\[
E[v] = \int \text{tr} \{\rho(x)V\} F_x(dx).
\]

Here the following sequence of measurements is of interest. At each time \( j, j = 0,1,\cdots, \) a measurement represented by the self-adjoint operator \( V_j \) is made, with outcome \( v_j \). The state of the system prior to the measurement is described by \( \rho(x_j) \). The outcomes \( v_j \) are classical random variables which, conditioned upon a fixed signal sequence \( \{x_j\} \), are independent.\(^2\) This conditional independence of the measurement outcomes implies\(^3\) that for any multinomial of \( \{v_0, \cdots, v_k\} \)

\[
E\{v_0^{m} \cdots v_k^{n}\} = \text{tr} \{\rho(x_0)V_0^{m}\} \cdots \text{tr} \{\rho(x_k)V_k^{n}\}
\]

for any integers \( m, \cdots, n \). The unconditional expectation is then

\[
E\{v_0^{m} \cdots v_k^{n}\} = \int \text{tr} \{\rho(x_0)V_0^{m}\} \cdots \text{tr} \{\rho(x_k)V_k^{n}\} F_{x_0} \cdots F_{x_k} (dx_0, \cdots, dx_k).
\]

The linear filtering problem is the following. At time \( k, k = 0,1,\cdots, \) the previous outcomes \( \{v_j, j = 0,1,\cdots, k-1 \} \) and the present measurement outcome \( v_k \) are used to form a linear estimate

\[
\hat{x}_k = \sum_{j=0}^{k} c_j(k)v_j
\]

of \( x_k \). Then the \( c_j(k), j = 0,\cdots, k \) and the present measurement represented by \( V_k \) are to be chosen to minimize the mean-square error \( E\{\hat{x}_k^2\} \), where \( \delta_k = x_k - \hat{x}_k \) and the expectation is as in (3). Clearly one may set \( c_k(k) = 1 \).

Explicitly writing out that part of \( E\{\hat{x}_k\} \) for the \( k \)th stage yields

\[
E\{\hat{x}_k^2\} = E_x E\{\hat{x}_k\} = \text{tr} \left\{ \rho(x_k) \left[ x_k I - V_k - I \sum_{j=0}^{k-1} c_j(k)v_j \right]^2 \right\}
\]

(5)

where \( I \) is the identity operator on \( \mathcal{H} \). It is also convenient to note that

\[
E\{\delta_k^2\} = E\{x_k^2\} - 2 \sum_{j=0}^{k} c_j(k) \text{tr} \{\delta_k V_j\}
\]

(6)

\[
+ \sum_{j=0}^{k} c_j(k) c_j(k) \text{tr} \{ \zeta_{j,j} V_j \}
\]

where

\[
\delta_k \equiv E_x [x_k \rho(x_k)],
\]

(7)

\[
\eta_k \equiv E_x [\rho(x_k)],
\]

(8)

\[
\zeta_{ij} \equiv E_x [(\text{tr} \rho(x_j)V_j) \rho(x_i)], \quad i \neq j;
\]

\[
|\eta_i V_i|, \quad i = j.
\]

(9)

In the sequel, \( \hat{V}_k \) will denote the optimal observable and \( \{\hat{\xi}_j(k), j = 0,\cdots, k-1 \} \) the optimal processing coefficients at the \( k \)th stage. Applying the calculus of the variations argument of [12] to \( \{\hat{V}_k + I \sum_{j=0}^{k} c_j(k)v_j\} \) in (5) formally gives a necessary condition for \( \hat{V}_k \) to minimize separately \( E\{\hat{x}_k^2\} \)

\[
\eta_k \hat{V}_k + V_k \eta_k = 2 \delta_{k,2} - 2 \sum_{j=0}^{k-1} \xi_j(k) \zeta_{ij}.
\]

(10)

Simple differentiation on (6) shows that a necessary and sufficient condition that the \( \{\hat{\xi}_j(k)\}_{j=0}^{k-1} \) minimize separately

\(^1\) It is worthwhile to note the distribution function \( F_x \) of the classical random variable \( x \). The spectral theorem [7, p. 249] associates with each self-adjoint operator \( V \) on \( \mathcal{H} \) a unique spectral measure \( M_x \), a mapping of Borel sets of the real line into projection operators on \( \mathcal{H} \). Then the distribution function is \( F_x(x) = \text{tr} \{\rho M_x(\rho \rangle x, x)\} \). The spectral theorem also yields the moments of the random variable \( x \) via \( E_x(x^n) = \text{tr} \{\rho V^n\}, \quad m = 1, 2, \cdots \)

\(^2\) In the optical communication example cited above, this conditional independence corresponds to "clearing" the receiver cavity prior to each reception.

\(^3\) The conditional independence assumed here is best described by stating that the joint distribution function \( F_{x_{1|k}, \cdots, x_{n|k}} \) is the product \( F_{x_{1|k}} \cdots F_{x_{n|k}} \), where each \( F_{x_{j|k}} \) has already been described.
\[ E\{\sigma_k^2\} \text{ is} \]
\[
\sum_{j=0}^{k-1} \hat{\varepsilon}(k) \text{tr} \{\xi_{ji}V_j\} = \text{tr} \{\delta_k V_k\} - \text{tr} \{\xi_k \hat{V}_k\},
\]
\[ i = 0, 1, \cdots, k - 1. \tag{11} \]

It is important for the subsequent results of this paper to establish necessary and sufficient conditions for \(\hat{V}_k\) and \(\{\hat{\varepsilon}(k), j = 0, \cdots, k - 1\}\) to minimize jointly \(E\{\sigma_k^2\}\). This is done in the following theorem which employs the projection theorem [11, p. 49]. It also settles the question of the existence of optimal \(\hat{V}_k\) and \(\{\hat{\varepsilon}(k)\}\).

**Theorem 1**: There exists an optimum observable \(\hat{V}_k\) and optimal processing coefficients \(\hat{\varepsilon}(k), j = 0, 1, \cdots, k - 1\), if and only if there exists a solution to (10) and (11).

**Proof**: Let \(\mathcal{L}\) be the set of operator-valued functions of the form

\[ f(x) \equiv \beta x I + I \sum_{j=0}^{k-1} \alpha_j x_j + V_k \]

where \(x\) is a random variable, \(\beta\) and \(\{\alpha_j\}\) are real scalars, and \(V_k\) is a self-adjoint operator on \(\mathcal{H}\). With the ordinary addition of scalars and operators and the multiplication by a scalar, \(\mathcal{L}\) is seen to be a linear space. For \(f, g \in \mathcal{L}\), define the form

\[ (f, g) \equiv E_x E_{x_i} \text{tr} \{\rho(x_i) g(x_i) f(x_i)\}. \]

Let \(\mathcal{L}' \subseteq \mathcal{L}\) be the subspace of elements \(f\) such that \((f, f)\) is finite. Then \((\cdot, \cdot)\) is a degenerate inner product on \(\mathcal{L}'\) in the sense that \(\|\cdot\| = (\cdot, \cdot)^{1/2}\) is a seminorm [11, p. 45]. It is not a norm since \(\|f\| = 0\) does not imply \(f = 0\).

Let \(\mathcal{L}'' \subseteq \mathcal{L}'\) be the subspace of operator-valued functions of the form

\[ h \equiv I \sum_{j=0}^{k-1} x_j x_j + D_k. \]

Then (see (5)) the problem of minimizing the mean-square error is a minimum norm problem, and the projection theorem [11, p. 44] provides necessary and sufficient conditions for a solution. \(\{\hat{\varepsilon}(k), j = 0, 1, \cdots, k - 1\}\) and \(\hat{V}_k\) are the solution if and only if, for any real scalars \(x_j, j = 0, \cdots, k - 1\), and self-adjoint operator \(D_k\) on \(\mathcal{H}\),

\[ 0 = E_x E_{x_i} \text{tr} \left\{ \rho(x_i) \left[ I \sum_{j=0}^{k-1} x_j x_j + D_k \right] - \hat{V}_k \right\} \]

\[ \left\{ I \sum_{j=0}^{k-1} x_j x_j + D_k \right\} + \left\{ I \sum_{j=0}^{k-1} x_j x_j + D_k \right\} \]

\[ \left\{ x_k I - I \sum_{j=0}^{k-1} \hat{\varepsilon}(k) x_j + \hat{V}_k \right\}. \]

Two necessary conditions, which together are sufficient, may be obtained from (12), the first by setting the \(\{x_j\} \equiv 0\) and the second by setting \(D_k \equiv 0\).

Setting the \(\{x_j\} \equiv 0\) and interchanging the trace over \(\mathcal{H}\) with expectation \(E_x E_{x_i}\), one obtains

\[ 0 = \text{tr} \left\{ D_k \left[ 2\delta_{ik} - 2 \sum_{j=0}^{k-1} \hat{\varepsilon}(k) x_{kj} - \eta_k \hat{V}_k - \hat{V}_k \eta_k \right] \right\} \]

for any self-adjoint operator \(D_k\). The arbitrariness of \(D_k\) implies this last equality holds if and only if

\[ \eta_k \hat{V}_k + \hat{V}_k \eta_k = 2\delta_{ik} - 2 \sum_{j=0}^{k-1} \hat{\varepsilon}(k) x_{kj}. \]

Setting \(D_k \equiv 0\), one is similarly led to the condition

\[ \sum_{j=0}^{k-1} \hat{\varepsilon}(k) \text{tr} \{\xi_{jk} V_j\} = \text{tr} \{\delta_{ik} V_i\} - \text{tr} \{\xi_k \hat{V}_k\}, \]

\[ i = 0, 1, \cdots, k - 1. \]

Q.E.D.

Equations (11) are the normal equations [11, p. 56] for the \(\{\hat{\varepsilon}(k)\}\). A redundant equation may be obtained from (10) by multiplying through by \(\hat{V}_k\) and tracing; adding it to the above set, one has the complete set of normal equations. It is special in that necessarily \(\hat{\varepsilon}(k) \equiv 1\)

\[ \sum_{j=0}^{k-1} \hat{\varepsilon}(k) E\{v_j v_j\} = E\{v_j x_j\}, \quad i = 0, 1, \cdots, k \]  

(11a)

where the expectation is as in (3) and \(v_k = \hat{V}_k\), the outcome of the optimal measurement. The equations (10) and (11) can be cast in more convenient form.

**Corollary 1**: The optimal observable \(\hat{V}_k\) and processing coefficients \(\{\hat{\varepsilon}(k)\}\) satisfy the equations

\[ \hat{V}_k = T_k - \sum_{j=0}^{k-1} \hat{\varepsilon}(k) \sigma_{kj} \]  

(13)

and

\[ \sum_{j=0}^{k-1} \hat{\varepsilon}(k) \text{tr} \{\xi_{jk} V_j - \zeta_k \sigma_{kj}\} = \text{tr} \{\delta_{ik} V_i - \zeta_k T_i\}, \]

\[ i = 0, 1, \cdots, k - 1 \]  

(14)

where \(T_k\) and \(\sigma_{kj}\) are such that

\[ \eta_k T_k + T_k \eta_k = 2\delta_{ik} \]  

(15)

and

\[ \eta_k \sigma_{kj} + \sigma_{kj} \eta_k = 2\zeta_{kj}. \]  

(16)

**Proof**: Substituting (15) and (16) into (10) immediately yields (13). Multiplying (13) on the right by \(\zeta_k, i = 0, 1, \cdots, k - 1\), tracing over \(\mathcal{H}\), and substituting for \(\text{tr} \{\xi_k \hat{V}_k\}\) in (11) yields (14).

Q.E.D.

Equations (13) and (14) are “decoupled” in the sense that, after solving (15) and (16), the \(\{\hat{\varepsilon}(k)\}\) are found via (14); then \(\hat{V}_k\) is found via (13). Note also that conditions for existence of solutions in (10) imply existence of solutions for (15) and (16), and conversely.

It is remarked that (13) and (14) apply for any set of \(k + 1\) jointly distributed random variables \(\{x_0, x_1, \cdots, x_k\}\) and for any set of \(k\) prior measurements represented by \(\{V_0, V_1, \cdots, V_{k-1}\}\). If, additionally, the \(\{x_j\}\) satisfy a recursion such as (1) there is the hope that a recursive determination of \(\hat{V}_k\) and, at least implicitly, of the \(\{\hat{\varepsilon}(k)\}\) could be obtained, especially if the \(\{V_j\}\) are chosen optimally at each time \(j\). This would avoid a calculation of growing complexity at each time \(k\). It is also of interest to know when
depends in a significant structural way, on $k$—for then a new measuring device is required at each time $k$! We now turn to examples that partially answer such questions.

III. FILTER SEPARATION

Assume the $\{x_j, j = 0, 1, \cdots, k\}$ are pairwise Gaussian random variables and that the observables $\{V_j, j = 0, 1, \cdots, k\}$ have each been chosen optimally according to (13) and (14); suppose further

$$\text{tr} \{\rho(x_j)T_j\} = \Gamma_j x_j, \quad j = 0, 1, \cdots, k$$

where $\Gamma_j$ is a scalar, that is, the average optimal measurement without postprocessing (see [12]), for a fixed signal, is proportional to said signal.

**Theorem 2:** If $\{x_j, j = 0, 1, \cdots, k\}$ are pairwise Gaussian random variables, if measurements $\{\hat{V}_j, j = 0, 1, \cdots, k\}$ are optimally chosen (according to (13) and (14)), if $\{T_j, j = 0, 1, \cdots, k\}$ are given by (15), and if (17) holds, then

$$\hat{V}_k = B_k T_k$$

where

$$B_k = 1 - \sum_{j=0}^{k-1} \hat{e}_j(k) B_j \Gamma_j A_{jk}, \quad B(0) = 1$$

and $A_{jk}$ is such that $E(x_j \mid x_k) = A_{jk} x_k$.

**Proof:** Trivially, (18) holds at $k = 0$. At time $k = 1$, $\hat{V}_1 = T_1 - \xi_0(1) \sigma_{10}$; to find $\sigma_{10}$ by (16) note that (using (17))

$$\xi_{10} = E_x \{\text{tr} \{\rho(x_0)T_0\} \cdot \rho(x_1)\} = E_x \{\Gamma_0 \rho(x_0)\} = \Gamma_0 E_x \{\rho(x_1)E(x_0) \mid x_1\}.$$

Since $x_0$ and $x_1$ are jointly Gaussian random variables there exists a constant $A_{01}$ such that $E(x_0 \mid x_1) = A_{01} x_1$, therefore,

$$\xi_{10} = \Gamma_0 A_{01} E_x \{\rho(x_1)\} = \Gamma_0 A_{01} \sigma_{11}.$$

Using this result in (16) and comparing to (15), one sees that $\sigma_{10} = \Gamma_0 A_{01} T_1$. So (13) yields

$$\hat{V}_1 = B_1 T_1$$

where

$$B_1 = 1 - \xi_0(1) B_0 \Gamma_0 A_{01}.$$

Assuming (18) and (19) hold at time $k - 1$, again one finds

$$\xi_{kj} = E_x \{\text{tr} \{\rho(x_j) V_j \} \cdot \rho(x_k)\} = E_x \{\text{tr} \{\rho(x_j) B_j T_j \} \cdot \rho(x_k)\}$$

using the induction hypothesis,

$$\xi_{kj} = B_j \Gamma_j A_{jk} \sigma_{jk}$$

where $E(x_j \mid x_k) = A_{jk} x_k$. Using this result in (16) and comparing to (15), one sees $\sigma_{kj} = B_j \Gamma_j T_j$, thus (13) gives

$$\hat{V}_k = B_k T_k$$

where

$$B_k = 1 - \sum_{j=0}^{k-1} \hat{e}_j(k) B_j \Gamma_j A_{jk}.$$

Q.E.D.

Note that the observable $\hat{V}_k$ of (18) is proportional to $T_k$, the optimal measurement if the past measurements are disregarded (proof: set $k = 0$). This $\hat{V}_k$ is greatly simpler than that of (13) and yields the following "separation." The optimal quantum observables are chosen separately from the optimal classical postprocessing of the measurement outcomes. This is illustrated in Fig. 1.

Note that the left side of (17) is $E(\tau_j \mid x_j)$, where $\tau_j$ is the outcome of the measurement represented by $T_j$, which is, therefore, linear in $x_j$—as is true if $\tau_j$ and $x_j$ are jointly Gaussian when necessarily $\Gamma_j = E(\tau_j x_j) / E(x_j^2)$.

**Lemma 1:** If (17) holds then i) $\Gamma_j = E(\tau_j x_j) / E(x_j^2)$ and ii) $0 \leq \Gamma_j \leq 1$.

**Proof:** Multiplying (17) through by $x_j$ and taking $E_x \{\cdot\}$, one finds $E(x_j \tau_j) = \Gamma_j E(x_j^2)$ establishing i). However, $E(x_j \tau_j) = \text{tr} \{\delta_{jj} T_j\}$, which by (15) is $\text{tr} \{\eta_j T_j^2\} = E(\tau_j^2)$, thus

$$\Gamma_j = \frac{E(x_j \tau_j)}{E(x_j^2)} = \frac{E(\tau_j^2)}{E(x_j^2)} \geq 0.$$

However, $\left[ E(x_j \tau_j) \right]^2 \leq E(x_j^2) E(\tau_j^2)$ so that

$$\Gamma_j = \frac{E(\tau_j^2)}{E(x_j^2)} \leq 1.$$

Q.E.D.

In view of (18) the optimal estimate is

$$\hat{x}_k = \hat{v}_k + \sum_{j=0}^{k-1} \hat{e}_j(k) \hat{e}_j$$

$$= B_k \xi_k + \sum_{j=0}^{k-1} B_j \hat{e}_j(k) \tau_j.$$
The normal equations (11a) become

\[ B_i \sum_{j=0}^{k} B_j \hat{c}_j(k)E(\tau_j \tau_i^*) = B_i E(\tau_i x_k), \quad i = 0, 1, \cdots, k. \]

Without loss of generality one can assume each \( B_j \neq 0 \), for if \( B_j = 0 \), for any \( j \), \( \xi_j(k) \) is indeterminate but does not affect \( \hat{x}(k) \); thus the \( j \)th equation can be deleted along with the \( j \)th column of the matrix of elements \( B_i B_j E(\tau_j \tau_i) \), and this reduced matrix equation can be solved instead. Dividing \( B_j \) out of the \( j \)th equation, one has

\[ \sum_{j=0}^{k} B_j \hat{c}_j(k)E(\tau_j \tau_i) = E(\tau_i x_k), \quad i = 0, 1, \cdots, k. \quad (21) \]

Comparing equations (20) and (21), one has the following.

**Theorem 3:** If \( \{x_j, j = 0, 1, \cdots, k\} \) are jointly Gaussian random variables, if measurements \( \{\hat{V}_j, j = 0, 1, \cdots, k\} \) are optimally chosen (according to (10) and (11)), and if

\[ \text{tr} \{p(x_j)T_j \} = \Gamma_j x_j, \quad j = 0, 1, \cdots, k, \]

then the \( \{\tau_j, j = 0, 1, \cdots, k\} \) are a sufficient statistic for \( \hat{x}_k \).

Theorem 3 makes it clear that the estimator including the past measurements will perform at least as well as an estimator using only the present measurement. Also, if the measurement outcomes \( \{\tau_j, j = 0, 1, \cdots, k\} \) allow a (classical) recursive estimate of \( \hat{x}_k \), then the quantum filtering problem will have a recursive solution, such an example follows.

**Example:** Suppose that \( x_k \) is a Gaussian random variable and is transmitted as the real amplitude of a laser signal (assumed monochromatic) and received, along with thermal noise, in a single-mode cavity upon which an optimal measurement is to be made. The density operator in the coherent state or \( P \)-representation is then [4]

\[ \rho(x_k) = \frac{1}{\pi N} \int \exp \left(-\frac{|z - x_k|^2}{N}\right) |z\rangle \langle z| d^2z \]

and the solution to (15) is known [12] to be

\[ T_k = D_k \left[ \frac{a + a^*}{2} \right] D_k \equiv \frac{2\lambda_k}{N + 2\lambda_k + \frac{1}{2}} \]

where \( N \) defines the thermal noise level and \( \lambda_k \equiv E(x_k^2) \). A measurement of \( (a + a^*)/2 \), assuming fixed \( x_k \), results in a Gaussian random variable with mean \( x_k \) and variance \( (N/2 + 1/4) \) and is realized by homodyning [12].

Thus \( x_k \) and \( \tau_k \) are jointly Gaussian random variables and

\[ E(\tau_k | x_k) = \text{tr} \{p(x_k)T_k\} = D_k x_k. \]

Theorem 3 applies here with \( \Gamma_k = D_k \). Moreover, in this case \( T_k \) is proportional to an observable \( (a_k + a_k^*)/2 \) that is structurally independent of \( k \), only one type of device is required—a simplification of great practical importance. Clearly the \( (k + 1) \) measurements of \( Y_j \equiv (a_j + a_j^*)/2 \) at the times \( j = 0, 1, \cdots, k \) gives a sufficient statistic for the optimal estimate \( \hat{x}_k \).

Now

\[ \hat{x}_k = B_k \Gamma_k y_k + \sum_{j=0}^{k-1} B_j \Gamma_j \hat{c}_j(k) y_j \quad (20a) \]

where the \( \{y_j\} \) are the \( (k + 1) \) outcomes of the measurements represented by \( \{Y_j\} \), and the normal equations (21) become

\[ \sum_{j=0}^{k} B_j \hat{c}_j(k)E(\tau_j y_j) = E(\tau_j x_k), \quad j = 0, 1, \cdots, k. \quad (21a) \]

Equations (20a) and (21a) describe an equivalent, although fictitious, classical estimation problem. Estimate \( x_k \) given a sequence of observations

\[ y_k = x_k + u_k \]

where \( \{u_j, j = 0, 1, \cdots, k\} \) is a sequence of independent zero-mean identically distributed Gaussian random variables with variance \( (N/2 + 1/4) \).

Furthermore, if the sequence \( \{x_j, j = 0, 1, \cdots, k\} \) satisfies the recursion (1), then \( \hat{x}_k \) can be recursively calculated by the Kalman–Bucy filtering equations [11, p. 96]

\[ \hat{x}_k = \phi_{k-1} \hat{x}_{k-1} + K_k [y_k - \phi_{k-1} \hat{x}_{k-1}] \]

where the so-called Kalman gain is

\[ K_k = P_k \left[ P_k + \left( \frac{N}{2} + \frac{1}{4} \right) \right]^{-1} \]

and

\[ P_k = \phi_{k-1}^{-1} [P_{k-1} [1 - K_k] + Q_{k-1}] \]

is the error variance based on the past \( k \) observations. See Fig. 2.

**IV. Finite-Memory Signal Process**

As an example in a different direction, suppose \( \{x_j, j = 0, 1, \cdots, k\} \), a sequence of zero-mean random variables, is such that \( x_j \) and \( x_i \) are independent if \( |j - i| > 1 \). Such a random sequence is said to have a “one-step memory.”

**Theorem 4:** If \( \{x_j, j = 0, 1, \cdots, k\} \) has a one-step memory and each observable \( \hat{V}_j, j = 0, 1, \cdots, k \), is chosen optimally according to (13) and (14), then

\[ \hat{V}_k = T_k - \hat{e}_{k-1}(k) \sigma_{k,k-1}, \quad k \geq 1, \quad \hat{V}_0 = T_0. \quad (22) \]

**Proof:** For \( k = 1 \), trivially, the relation is true. For \( k + 1 > 2 \), by (13)

\[ \hat{V}_{k+1} = T_{k+1} - \sum_{j=0}^{k} \hat{e}_j(k + 1) \sigma_{k+1,j} \quad (23) \]
where \( \sigma_{k+1,j} \) is determined by (16); in turn, by (9),
\[
\hat{\sigma}_{k+1,j} = E_k \{ \rho(x_j) \hat{V}_j \rho(x_{k+1}) \}. \tag{24}
\]

For \( j < k \), using the assumption of pairwise independence, \( \hat{\sigma}_{k+1,j} = [\text{tr} \eta_j \hat{V}_j] \eta_{k+1} \) implying that \( \sigma_{k+1,j} = [\text{tr} \eta_j \hat{V}_j] I \). However, using the induction hypothesis,
\[
\text{tr} \eta_j \hat{V}_j = \text{tr} \eta_j \{ T_j - \hat{e}_{j-1}(j) \sigma_{j,i-1} \} = \text{tr} \delta_{jj} - \hat{e}_{j-1}(j) \text{tr} \xi_{j,j-1} \tag{24}
\]
(\( \text{using (15) and (16)} \)); as \( \text{tr} \delta_{jj} = E(x_j) = 0 \), using (24) gives
\[
\text{tr} \eta_j \hat{V}_j = -\hat{e}_{j-1}(j) \text{tr} \eta_{j-1} \hat{V}_{j-1}.
\]

Iterating this procedure, eventually a product with the factor \( \text{tr} \eta_0 \hat{V}_0 = \text{tr} \delta_{00} = E(x_0) = 0 \) appears. Thus \( \hat{\sigma}_{k+1,j} \) and \( \sigma_{k+1,j} \equiv 0, j < k \). Q.E.D.

Note (22) may be written (using (9), (15), and (16))
\[
\eta_k \hat{V}_k + \hat{V}_k \eta_k = 2\delta_{kk} - 2\hat{e}_{k-1}(k)E_k \{ \rho(x_{k-1}) \hat{V}_{k-1} \rho(x_k) \}
\]
which, knowing \( \hat{e}_{k-1}(k) \), gives \( \hat{V}_k \) recursively in terms of \( \hat{V}_{k-1} \). Recursive calculations of \( \hat{e}_{k-1}(k) \), the mean-square error at time \( k \), and \( \hat{e}_k \) can also be given, and these results extend to the “n-step memory” case for \( n > 1 \) [15].
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